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Abstract—Robotic manipulation of deformable objects has been a classic topic in robotics. Compared to synthetic deformable objects such as rubber balls and clothes, biological cells are highly deformable and more prone to damage. This article presents robotic manipulation of deformable cells for orientation control (both out-of-plane and in-plane), which is required in both clinical (e.g., in vitro fertilization) and biomedical (e.g., clone) applications. Compared to manual cell orientation control based on empirical experience, the robotic approach, based on modeling and path planning, effectively rotates a cell, while consistently maintaining minimal cell deformation to avoid cell damage. A force model is established to determine the minimal force applied by the micropipette to rotate a spherical or, more generally, ellipsoidal oocyte. The force information is translated into indentation through a contact mechanics model, and the manipulation path of the micropipette is formed by connecting the indentation positions on the oocyte. An optimal controller is designed to compensate for the variations of mechanical properties across oocytes. The polar body of an oocyte is detected by deep neural networks with robustness to shape and size differences. In experiments, the system achieved an accuracy of 97.6% in polar body detection and an accuracy of 0.7° in oocyte orientation control with maximum oocyte deformation of 2.70 μm throughout the orientation control process.

Index Terms—Cell manipulation, deformable object manipulation, deformation, force, orientation control.

I. INTRODUCTION

Robotic manipulation of deformable objects has wide applications in industrial [1], healthcare [2], and clinical [3] settings. Compared to the manipulation of rigid objects, path planning for deformable object manipulation is more challenging, since the object changes its shape under an applied force. Thus, the object’s deformation behavior must be accurately modeled when designing the manipulation path [4].

Biological cells represent a class of deformable objects that are delicate and highly deformable. The deformation of cells in robotic cell manipulation (e.g., transportation [5], characterization [6], and surgery [7]) must be minimized to avoid cell damage. In cell surgery tasks, such as in intracytoplasmic sperm injection [8], embryo biopsy [9], pronuclear transfer [10], and cell transfection [11], cell orientation control is a crucial procedure. For instance, in mammalian oocyte manipulation, the polar body of the oocyte must be rotated away from the injection site [3 o’clock, Fig. 1(a) and (b)] to prevent damage to the spindle, which is in the proximity of the polar body inside the oocyte. The accuracy of orienting the polar body is important for achieving a high fertilization rate and preserving embryo development potential [12].

Cell rotation was attempted using fluid flow induced by pressure [13] or vibration [14]; however, the orientation control accuracy is susceptible to flow inertia and the cell position in the fluid flow field. Optical tweezers used a focused laser beam to apply forces on a cell for rotation [15], but may risk photodamage to the cell [16]. Orientation control leveraging dielectrophoretic forces was also demonstrated, but the effect of the applied electrical field on cell development is unknown [17]. Microscope rotational stages [18], mechanical devices [19], and magnetic microrobots [20] were also developed for cell orientation control. However, these methods require additional devices and hardware, which alter the standard setup and disrupt the standard workflow used in clinics and biomedical labs.
This article aims to develop a robotic orientation control approach to achieve high accuracy and minimal cell deformation throughout the cell rotation process.

Presently, in clinical and biomedical lab operation, manual oocyte orientation control is performed using a holding micropipette to gently hold the oocyte and an injection micropipette to push the oocyte and empirically rotate it. This approach is deterministic for controlling the orientation of the oocyte because the oocyte follows the movement of the injection micropipette due to the friction force between them. However, it is difficult to control oocyte deformation during manual rotation [see Fig. 1(c)].

Compared to synthetic deformable objects, cells are more fragile and prone to damage under large deformation [21]. Take mammalian oocytes as an example. Large deformation of oocytes can cause spindle damage and lead to development failure [22]. Large deformation can also increase the internal pressure of the oocyte and contribute to oocyte degeneration. With smaller oocyte/embryo deformation, both the oocyte fertilization rate and the embryo development rate have been shown to be significantly higher [23], [24]. This article aims to develop a robotic orientation control approach to achieve a high accuracy and minimal cell deformation throughout the cell rotation process.

To model an object’s deformations during robotic manipulation, the mass–spring–damper model is straightforward to implement but provides limited accuracy [25]. In contrast, finite-element modeling provides higher accuracy but has a high computation cost [26]. Model parameters can be attained from prior knowledge [27] or estimated by calibration prior to manipulation [25]. Manipulation without prior knowledge or calibration can be implemented via visual servoing [28], [29], in which the deformation Jacobian matrix is estimated online to relate the movement of the manipulator to the movement of selected deformation feature points on the deformable object.

To design the manipulation path for deformable objects, several path planning methods have been reported, including probabilistic roadmap [30] and minimal energy optimization [31]. These existing path planning methods were developed to achieve desired deformation of the manipulated object with designed motion paths. Differently, the aim of this article is to achieve desired motion (i.e., cell rotation) with designed cell deformation. The designed deformation must be minimized to reduce cell damage during manipulation.

To control the force applied to a cell, force sensors were developed for sensing cellular forces, and force sensing was incorporated into robotic manipulation for hybrid force/position control [32] or impedance control [33]. However, practical integration difficulties, such as gluing and meticulous alignment, prevent them from being incorporated into standard setups commonly used in clinical and biomedical labs, which utilize glass micropipettes (see Fig. 1) and pure visual feedback for cell manipulation.

The challenges to overcome, in this article, are as follows.

1) The polar body has low contrast in microscopy imaging and has irregular shape [34], posing difficulties to polar body detection.
2) Oocyte deformation must be constrained when controlling the injection micropipette to push the oocyte for rotating the oocyte.
3) Oocytes have different ellipticity in shape [35], Young’s modulus, and friction coefficients, which must be taken into account for orientation control.

We tackled these problems by using deep neural networks (DNNs) for robust polar body detection, force modeling and path planning for orientation control with minimal oocyte deformation, and optimal control to accommodate oocytes’ mechanical variations. Experimental results demonstrate that the system achieved an accuracy of 97.6% in polar body detection and an accuracy of 0.7° in oocyte orientation control with cell deformation smaller than 2.70 μm. The time cost for cell orientation control was 10–15 s, comparable to that of manual operation by an experienced operator.

The major difference between existing approaches and our technique is our use of unfixed constraint in manipulation, as inherently required for cell orientation control. Fixed constraints (i.e., no relative movement) are commonly applied between the robotic manipulator and the object, for tasks such as grasping [26], knotting [36], and suturing [3]. An unfixed constraint is used in our orientation control, which permits relative movement between the manipulator and the object. For orientation control, robotic manipulators equipped with revolute joints can easily control the pose (e.g., orientation) of a deformable object; however, robotic micromanipulators typically have no rotational degrees of freedom (DOF). Because microscopes have a limited field of view and depth of field, rotation-induced translation easily causes the micromanipulator and end-tool to move out of the field of view and focus [37]. To control the manipulated object’s rotational DOF, the unfixed constraint is incorporated in our force modeling and path planning. The technique reported in this article can be generally applicable to manipulating deformable objects (not limited to cells) with unfixed constraints while achieving minimal deformation.

Compared to its conference version [38], this article contains significantly more technical details, in particular on polar body
detection and orientation modeling. In addition, our previous work reported in the conference paper used a proportional–integral (PI) controller to reduce the orientation error caused by variations in mechanical parameters across cells, where the control gains were experimentally tuned. Although the PI controller helped reduce orientation errors, it caused relatively large indentation (deformation) on the cell, since the controller had no constraint on cell deformation. In this article, an optimal controller is designed for cell orientation control, and a cost function is formulated. The control gains are derived by minimizing the cost function that incorporates both orientation error and cell deformation. Experiments were designed to compare the performance between the optimal controller and the proportional–integral–derivative (PID) controller, and optimal controller achieved significantly less cell deformation than the PID controller.

II. ROBOTIC SYSTEM FOR CELL ORIENTATION CONTROL

A. Standard Clinical Setup

As shown in Fig. 2(a), the system consists of an inverted microscope equipped with an XY motorized stage (H117, Prior). A clinical-use injection micropipette (MIC-50-35, Origio) and a holding micropipette (MPH-SM-35, Origio) were mounted on two 4-DOF micromanipulators (MX7600, Siskiyou) with a motion resolution of 0.1 μm. The holding micropipette was connected with a pneumatic pump for oocyte aspiration. A camera (scA1300-32gm, Basler) was connected to the microscope to capture images at 30 frames/s. The inset in Fig. 2(a) shows a Petri dish placed on the heating plate (on the XY stage) for 37 °C temperature control.

The operation sequence of robotic orientation control is summarized in Fig. 2(b). The position of the polar body is detected by DNNs. If the polar body is not detected in the focal plane, the system performs out-of-plane orientation control to search for the polar body and rotate it into the focal plane. Then, in-plane orientation control is performed to rotate the polar body to target orientation.

Fig. 2. (a) System setup used in this article is identical to the standard configuration used in clinics and biomedical labs. Two glass micropipettes are mounted on two robotic manipulators for achieving cell manipulation tasks. (b) Operation sequence. If the polar body is not detected, out-of-plane orientation control is performed to search for the polar body and rotate it into the focal plane. Then, in-plane orientation control is performed to rotate the polar body to target orientation.

B. Problem Formulation

Mammalian oocytes are highly deformable. Robotic orientation control of an oocyte requires path planning of the injection micropipette. The path for rotating the oocyte is divided into multiple steps, each corresponding to an indentation position of the injection micropipette. The path is designed to rotate an oocyte with minimal oocyte deformation, thus reducing oocyte damage. This orientation control problem is recapitulated as a constrained optimization problem, i.e., the total deformation $D$ of the oocyte during orientation control is minimized under the constraint that the oocyte is rotated to the desired orientation $\theta_d$.

The objective function is

$$\min D = \sum_i d_i \text{ subject to } \theta_d = \sum_i \Delta \theta_i$$

where $d_i$ is the micropipette indentation depth at orientation step $i$, and $\Delta \theta_i$ is the orientation increment of the oocyte at orientation step $i$. This constrained optimization problem is solved using optimal control, as described in Section V.

The process of path planning is shown in Fig. 3. The unfixed constraint between the oocyte and the holding micropipette is included in the force modeling and path planning. For each orientation step (control cycle) $\Delta \theta_d$, a force model determines the required minimal force $F$ to apply to the oocyte. The force is then translated into the micropipette indentation $d$ on the oocyte by contact mechanics. The indentation is updated to $\Delta \theta_d$ by the optimal controller based on the orientation error $e$. The manipulation path is planned by connecting the indentation positions $P$ of the injection micropipette.

Oocytes’ geometrical and mechanical properties must be taken into account in path planning. The contour of an oocyte’s zona pellucida (outer membrane of the oocyte) is detected by thresholding the local standard deviations of the image. Local standard deviations are used to increase the contrast of the image. An ellipse is then least squares fitted using the zona pellucida’s contour. In force analysis, an ellipsoidal oocyte model is established from the fitted ellipse to accommodate shape differences among oocytes.
Oocytes also have different Young’s modulus values and friction coefficients with micropipettes. The variations of mechanical parameters can cause the force applied by the injection micropipette to be insufficient for rotating the oocyte. Although Young’s modulus and friction coefficient can be experimentally calibrated [39, 40], both calibration procedures are time consuming (e.g., 5 min for measuring Young’s modulus using micropipette aspiration). The incubator has a temperature of 37 °C and a CO₂ concentration of 5%. Temperature fluctuation can cause spindle disassembly [41], and CO₂ variation affects pH of culture media and lowers cell development potential [42]. Thus, it is desired to minimize the time cost of each cell manipulation procedures. In this article, an optimal controller (see Fig. 3) is designed to compensate for the variations of oocytes’ mechanical parameters without conducting the lengthy calibrations. The optimal controller updates the indentation to minimize the orientation error caused by the oocyte variations and to minimize the oocyte deformation.

III. POLAR BODY DETECTION

The detection of the polar body is necessary for the system to determine the orientation of the polar body and to design the manipulation path for orientation control. Existing methods for polar body detection rely on edge detection [43] and image thresholding [13], which involve manually selected features. When the objects to detect have large variations in selected features, detection accuracy of these methods is often compromised [44]. Since the shape and size of the polar body vary significantly among different oocytes [e.g., the two oocytes shown in Fig. 4(a)], and the shape and focus of the same polar body also change when the oocyte is rotated [see Fig. 4(b)], existing methods are not effective for accommodating variations in shape, size, and focus of the polar body.

In this article, DNNs are used to robustly detect the polar body. DNNs have been widely applied to image analysis [44], since it is capable of automatically learning visual features for classification. It was shown to outperform traditional methods (e.g., thresholding and edge detection) for the detection of microglial cells [45] and cell nucleus [46]. Training the DNN with images that contain polar bodies of different sizes, shapes, and focus, the DNN can robustly detect polar bodies with these variations. As shown in Fig. 4(c), the networks start with convolutional layers, which perform convolution on the input images with a rectangular filter. They are followed by max pooling layers to subsample the previous layer by combining a cluster of neurons into a single one. The last three layers are fully connected layers, which connect neurons with every neuron in the previous layer. Adaptive moment estimation is used to optimize the network weights.

In an input image, the pixel at the center of the polar body was manually labeled as 1, while other pixels were labeled as 0. The training set consists of square patches of the input images labeled as the same class as their central pixels. One apparent problem of the training set was the unbalanced class distribution, i.e., in an image of 1200 × 900 pixels, only one pixel was labeled as 1. Thus, the trained networks would be biased toward Class 0, but finding Class 1 (polar body) should be the goal of the networks. Therefore, data balancing was performed to keep a balanced distribution between classes. First, the neighboring pixels were also labeled as 1 if closer than two pixels to the manually labeled center of the polar body. The image patches labeled as 1 were rotated to have more image patches in different orientations. To reduce the number of image patches in Class 0, the image patches with intensity variances below a preset threshold were excluded from the training set. As shown in Fig. 1(b), most of the regions with low intensity variances are the background without the cell and micropipettes; hence, removing them from the training set did not affect the learning of image features.

Another difficulty for DNN-based polar body detection was the interference from the cytoplasm inside an oocyte. The cytoplasm has similar color and texture to the polar body [e.g., Fig. 4(a) and (b)], causing some regions of the cytoplasm to be incorrectly detected as the polar body. Thus, the system preprocessed the image by excluding the cytoplasm from DNN-based detection. The cytoplasm was segmented by image thresholding, and a circular region was determined around its centroid to be excluded from the detection for polar body, as shown in Fig. 4(c).

When an image is input to the trained DNN, a probability map is generated, representing the probability of the polar body’s presence in the image. A 5 × 5 Gaussian filter is used to smooth the probability map, and the position that has maximum intensity exceeding the preset threshold is determined as the position of the polar body [see Fig. 4(c)]. If no position has intensity higher than the preset threshold, the polar body is assumed not to be present in the image, and the system performs out-of-plane orientation control to search for the polar body.

Once the polar body is detected, it is visually tracked by optical flow. Assuming that a 5 × 5 window around the centroid of the polar body has the same flow vector \( \mathbf{d} = [u, v]^T \), the
The angle \( \theta \) is the angle between the line connecting indentation position \( P \) with the ellipse center \( O \) and the ellipse’s major axis, \( \theta \) is the angle between the ellipse’s major axis and the \( X \)-axis, and \( \mu_I \) and \( \mu_H \) are friction coefficients between the injection micropipette and the oocyte and between the holding micropipette and the oocyte, respectively. For in-plane orientation control, force analysis is identical but with buoyancy force \( F_b \) and gravity force \( G \) in (5) omitted.

During oocyte orientation control, the rotation speed is constant at \( 30^\circ/s \). When there is no relative movement between the oocyte and the injection micropipette, angle \( \gamma \) stays unchanged, while angle \( \theta \) increases with the injection micropipette’s movement. Since the initial polar body orientation is random, multiple cycles may be needed to rotate the polar body to the target orientation. In each cycle, the orientation range is \( 90^\circ - (\theta + \gamma) \), because the injection micropipette is tangent on the oocyte contour and cannot apply tangent force when \( \theta + \gamma = 90^\circ \). If the polar body is not rotated to the target orientation within one cycle, the system moves the injection micropipette back to the starting position to initiate the next cycle for orientation control. The starting position is not the same in each cycle. Angle \( \gamma \) determines the starting position of the injection micropipette and satisfies \( \arctan\left(\frac{a}{b}\tan\gamma\right) + \theta > \arctan\mu_I + \arctan\mu_H \), since the denominator in (5) must be larger than zero.

According to (5), the force applied by the injection micropipette \( F_i \) increases with the increase of aspiration force \( F_h \) applied by the holding pipette. A higher aspiration force results in a higher friction force to which the oocyte is subjected when it is rotated relative to the holding micropipette. Thus, it is desired to reduce the aspiration force to reduce \( F_i \) and the resulting indentation on the oocyte, but a minimum aspiration force \( F_{h_{\text{min}}} = \frac{\sqrt{1 + \mu_I^2} - \mu_H}{\mu_I} \) is required to overcome gravity.

### B. Contact Modeling

As illustrated in Fig. 3, after determining the minimal force required for rotating the oocyte, the force value is translated into the indentation depth of the injection micropipette on the oocyte by contact mechanics. Since the deformation around the indentation position is local and small, the Hertzian model \([47]\) is suitable to use for relating the normal force \( F_{h_i} \) with indentation depth \( d \)

\[
F_{h_i} = F_{i} \frac{1}{\sqrt{1 + \mu^2_{I}}} = \sqrt{2 \pi \tan \left( \frac{\lambda}{2} \right) \frac{E}{1 - \nu^2}} d^2 \tag{6}
\]

where \( \lambda \) is the half-apex angle of the injection micropipette, \( E \) is the Young’s modulus of the oocyte, and \( \nu \) is the Poisson’s ratio of the oocyte with a typical value of 0.5.
V. ORIENTATION CONTROL

Contact modeling (6) contains the Young’s modulus of the oocyte and the friction coefficient between the injection micropipette and the oocyte. Typical values from the literature [39], [40] are used to avoid time-consuming calibration for each oocyte. We are aware that variations in these values among different oocytes could cause the micropipette indentation to be insufficient for inducing a required force to rotate the oocyte, leading to orientation failure. Additionally, the Hertzian model involves approximation (e.g., approximating the micropipette tip as a cone) and could cause inaccuracies in indentation calculation. Thus, an optimal controller is designed to update the indentation for compensating for variations of oocytes’ mechanical parameters and potential errors from the contact mechanics model.

A. Optimal Controller Design

The variations of oocytes’ mechanical parameters can cause orientation error. Thus, an optimal controller (see Fig. 3) is implemented based on the error between the expected oocyte orientation and the measured orientation from visual feedback. The objective of the optimal controller is to minimize the orientation error and oocyte deformation.

The dynamic equation of oocyte rotation is

\[ I\ddot{\theta} + D\dot{\theta} = T_i - T_h \]  

(7)

where \( I \) and \( D \) are inertial and damping coefficients; \( T_i \) and \( T_h \) are torques from injection and holding micropipettes, respectively. Based on (6), we have

\[ T_i = \frac{2}{\pi} \tan \left( \frac{\lambda}{2} \right) \frac{\mu_1 E l_i}{1 - \nu^2} d^2 = S d^2 \]  

(8)

where \( l_i \) is the distance between the indentation position \( P \) and the ellipse center, and \( S \) is introduced here to simplify expression. When the force \( F_i \) applied by the injection micropipette is sufficient to rotate the oocyte at a constant speed, we have \( T_h = T_i = S d^2 \). Since variations of \( \mu_1 \) and \( E \) among different oocytes can cause \( F_i \) to be insufficient for rotating the oocyte, the indentation depth is updated based on the orientation error. The orientation error is incorporated into the system by

\[ u = k_p(\theta_d - \theta) + k_d(\dot{\theta}_d - \dot{\theta}) = k_pe + k_d\dot{e} \]  

(9)

where \( k_p \) and \( k_d \) are the proportional and derivative gains, \( \theta_d \) and \( \theta \) are expected and measured orientation increment of the oocyte in each orientation step, and \( e \) is the orientation error. Together, (7)–(9) give

\[ k_pe + k_d\dot{e} = Sd^2 - Sd^2 \]  

(10)

where \( \dot{d} \) is the updated indentation, and

\[ \dot{d} = \sqrt{\dot{d}^2 + \frac{1}{S}(k_pe + k_d\dot{e})}. \]  

(11)

Remark 1: If the orientation error is zero \((e = 0, \dot{e} = 0)\), the updated indentation \( \dot{d} \) equals the indentation \( d \) determined by contact mechanics in (6). The existence of the orientation error leads to an increased indentation \( \dot{d} \), which the system uses to compensate for the variation of oocytes’ mechanical parameters.

To determine the control law for \( \dot{d} \), the state space of the system in (7) is written as

\[ \dot{X} = AX + Bu \]  

(12)

where \( X = [\theta, \dot{\theta}] \), \( A = \begin{bmatrix} 0 & 1 \\ \frac{\mu_1 E l_i}{1 - \nu^2} & -Sd^2 \end{bmatrix} \), and \( B = \begin{bmatrix} 0 \\ \frac{2}{\pi} \tan \left( \frac{\lambda}{2} \right) \frac{\mu_1 E l_i}{1 - \nu^2} \end{bmatrix} \). The constrained optimization problem in (1) is solved by minimizing the cost function

\[ J = w_1\theta^2(t_f) + w_2 \int_{t_0}^{t_f} \dot{d} dt \]  

(13)

where \( t_0 \) is the initial time, \( t_f \) is the terminal time, and \( w_1 \) and \( w_2 \) are weights of orientation error and oocyte deformation, respectively.

Remark 2: In the cost function (13), the quadratic term \( \theta^2(t_f) \) represents orientation error, and the integral term \( \int_{t_0}^{t_f} \dot{d} dt \) represents oocyte deformation. Their weights are adjusted by tuning \( w_1 \) and \( w_2 \).

From (12), locating the minimum of (13) is equivalent to finding the minimum of the following linear quadratic function:

\[ J = w_1X^T(t_f)X(t_f) + w_2 \int_{t_0}^{t_f} u^Tudt. \]  

(14)

Given that the system state \( X \) is measurable, a linear–quadratic regulator controller is designed to minimize the cost function in (14). Its control law is

\[ u = -KX = -w_2^{-1}B^TPX \]  

(15)

where \( K = (k_p, k_d) \) is the control gain matrix, and \( P \) is solved from the Riccati equation

\[ PA + A^TP - PBw_2^{-1}B^TP + P = 0. \]  

(16)

By substituting \( K \) into (11), the indentation depth to minimize orientation error and oocyte deformation is determined.

Remark 3: The designed optimal controller provides a general form for manipulation with optimization objectives. For the manipulation of deformable objects, other metrics such as object’s strain can also be integrated into the cost function. If the cost function cannot be represented in the linear quadratic form and solved from the Riccati equation, the general nonlinear optimal problem can be solved by Hamilton–Jacobi–Bellman equations [48].

B. Path Planning

The indentation position \( P \) of the injection micropipette for each orientation increment is determined by the indentation depth \( d \). Path planning is achieved by connecting the indentation positions \( P \) of the injection micropipette. For out-of-plane orientation, the indentation position of the injection micropipette is

\[ P = \begin{bmatrix} X \\ Z \end{bmatrix} = \begin{bmatrix} \cos\theta & -\sin\theta \\ \sin\theta & \cos\theta \end{bmatrix} \cdot \begin{bmatrix} a\cos\alpha \\ b\sin\phi \end{bmatrix} - \begin{bmatrix} \frac{\dot{d}\cos\alpha}{ds\sin\alpha} \end{bmatrix} \]  

(17)
where $\phi = \arctan(\frac{a}{b}\tan\gamma)$ is the angle in ellipse’s parametric equation (see Appendix A). The indentation position of the injection micropipette for in-plane orientation control follows the same path planning but in the $(X, Y)$ plane. Appendix B describes the implementation of the orientation control algorithm.

Remark 4: Orientation control in this article is designed for an ellipsoidal object (i.e., an oocyte), but the modeling, control, and path planning approaches can be readily expanded to the orientation control of a deformable object having an arbitrary shape.

VI. Experimental Results and Discussion

A. Polar Body Detection Results

To collect data for DNN training, 1000 oocyte images with polar bodies of different sizes, shapes, and focus were captured. The positions of polar bodies were labeled manually. The pixel at the center of the polar body was labeled as 1, while other pixels were labeled as 0. For each image, image patches (square windows of $50 \times 50$ pixels) were obtained across the image, and each image patch was labeled as the same class as its central pixel. After data balancing as discussed in Section III, a total of 278 563 image patches were collected, with a balanced distribution of classes (149 700 in Class 1 and 128 863 in Class 0). The dataset was separated into 80% for training, 10% for validation, and 10% for test. The trained networks provided an accuracy of 99.5% for polar body detection in the test set.

To further evaluate the performance of the trained DNN, 300 additional oocyte images were captured for testing. Image preprocessing was performed to remove the interference from the cytoplasm, as discussed in Section III. In DNN training, the training set comprised polar body images captured when polar bodies were out of focus, so the trained DNN can detect an out-of-focus polar body in an image. DNN-based polar body detection also has robustness to variations of polar bodies’ sizes and shapes. In comparison, image thresholding and edge detection [13], [43] are not capable of detecting polar bodies that are out of focus.

The polar body was regarded to be successfully detected if the detected position by the DNN was closer than 10 pixels (3.6 $\mu$m under 20× microscopic objective) to the manually labeled position of the polar body. We used receiver operating characteristics (ROC) and precision recall (PR) curves to evaluate the performance of the DNN models. When the classification threshold is varied, the ROC curve plots sensitivity versus false positive rate (i.e., 1 − specificity), and the PR curve plots precision versus sensitivity. Sensitivity measures, among image patches with polar bodies, how many are correctly identified. False positive rate measures, among image patches without polar bodies, how many are falsely identified as polar bodies. Specificity measures, among image patches without polar bodies, how many are correctly identified as without polar bodies. Precision measures, among image patches identified as polar bodies, how many are correctly identified. Fig. 6(a) shows ROC curves of the trained DNN models on polar body detection. The performance of the classifier was evaluated by the area under curve (AUC). A random classifier (the dashed line) only has an AUC of 0.50.

The trained DNN achieved an AUC of 0.977 ($n = 300$; 95% CI, 0.955–0.991), while the DNN without data balancing and cytoplasm exclusion only achieved an AUC of 0.919 ($n = 300$; 95% CI, 0.884–0.955). PR curves of the trained DNN models are shown in Fig. 6(b). The trained DNN achieved an AUC of 0.977 ($n = 300$; 95% CI, 0.955–0.990). In comparison, the DNN without data balancing and cytoplasm exclusion only achieved an AUC of 0.914 ($n = 300$; 95% CI, 0.881–0.946).

When setting the threshold to be 0.33, the trained DNN achieved 97.6% in accuracy, 98.3% in precision, 97.8% in sensitivity, 97.4% in specificity, and 98.0% in $F_1$ score (see Table I for definition of the metrics). In addition, accuracy measures, among all image patches, how many are correctly identified, and $F_1$ is the harmonic mean of precision and sensitivity. Error occurred when only a small part (less than 5%) of a polar body was present in an image. The maximum value in the probability map did not exceed the preset threshold; thus, it was not detected as a polar body. When the threshold was set to be lower, more false positive cases arose due to interferences from microparticles sometimes present in culture medium. So, the threshold was tuned in DNN training to effectively distinguish polar bodies while overcoming the interferences. It should be noted that when the DNN did not detect the presence of a polar body, it did not cause robotic
TABLE I

<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition</th>
<th>DNN</th>
<th>DNN without data balancing and cytoplasm exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>$\frac{TP+TN}{S_{win}}$</td>
<td>97.6</td>
<td>90.5</td>
</tr>
<tr>
<td>Precision</td>
<td>$\frac{TP}{TP+FP}$</td>
<td>98.3</td>
<td>93.6</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>$\frac{TP}{TP+FN}$</td>
<td>97.8</td>
<td>90.4</td>
</tr>
<tr>
<td>Specificity</td>
<td>$\frac{TN}{TP+TN}$</td>
<td>97.4</td>
<td>90.5</td>
</tr>
<tr>
<td>$F_1$ score</td>
<td>$\frac{2TP}{2TP+FP+FN}$</td>
<td>98.0</td>
<td>92.0</td>
</tr>
</tbody>
</table>

TP: true positive, TN: true negative, FP: false positive, FN: false negative.

orientation control to fail because in such a case, the system continued with out-of-plane orientation control to search for the polar body until rotating the polar body into the focal plane. The required time for detection of polar body is 0.2 s (Intel i7 processor, Nvidia GTX1080 GPU).

We also evaluated the performance of the DNN for polar body detection using the same threshold but without data balancing and cytoplasm exclusion. When data balancing and cytoplasm exclusion were not conducted, the polar body detection accuracy dropped to 90.5%, and precision, sensitivity, specificity, and $F_1$ score also became significantly lower, as summarized in Table I. These results proved the importance of data balancing and cytoplasm exclusion for the DNN to achieve satisfactory performance in polar body detection.

B. Orientation Control Results

The system achieved robotic orientation control of oocytes by controlling the injection micropipette to push/indent the oocyte. Robotic orientation control of an ellipsoidal oocyte is shown in Fig. 7 (also see the supplementary video). When the polar body was not present in the microscope focal plane, out-of-plane orientation control was performed to search for the polar body. Once the polar body was detected by DNNs, it was rotated into the focal plane. As shown in Fig. 7(b), the polar body was at around 5 o’clock orientation, and the robotic system continued with in-plane orientation control to rotate the polar body toward the target orientation of 12 o’clock. Limited by the range of rotation in one cycle, after the first cycle of orientation control [see Fig. 7(c) and (d)], the polar body was rotated to around 2 o’clock orientation. So, the injection micropipette moved back to its starting position to initiate the second cycle of orientation control to rotate the polar body to the target orientation [see Fig. 7(e) and (f)].

The manipulation path of the injection micropipette was designed in this article to rotate the oocyte with minimal oocyte deformation. As detailed in Section V, for designing the manipulation path, the required minimal force to rotate the oocyte was determined by the force model (5) and was then translated into micropipette indentation on the oocyte using contact mechanics (6). The manipulation path was formed by connecting the indentation positions according to (17). Because contact mechanics involves the mechanical parameters of the oocyte (Young’s modulus and friction coefficient), typical values from the literature were used to avoid time-consuming calibration. To reduce the orientation errors caused by the oocyte variations, an optimal controller (11) was designed based on the orientation error. The optimal controller updated the indentation to ensure the application of a sufficient force with minimal deformation maintained.

To quantitatively evaluate the performance of the proposed orientation control method, experiments were performed on 15 mouse oocytes, and for each oocyte, orientation control was repeated ten times. Before each experiment, the oocyte was repelled from the holding micropipette by applying a positive pressure and then aspirated back to randomize its initial orientation. Orientation control was performed to rotate the polar body to the target orientation of 12 o’clock. Oocyte deformation and orientation error were both quantified during each orientation control process. Oocyte deformation was measured as the indentation of the detected contour of the zona pellucida. For out-of-plane orientation control, the indentation was difficult to observe; thus, it was calculated as the distance between the injection micropipette tip and the oocyte contour. The out-of-plane oocyte contour was obtained by rotating the in-plane contour around its major axis. The position of the micropipette tip was determined from the known movement of the micromanipulator motors.

Fig. 8(a) shows the manipulation path of the injection micropipette to rotate an oocyte with an ellipticity of 0.16 for 70°. Ellipticity was defined as

$$\text{ellipticity} = \frac{a - b}{a}$$ (18)
where $a$ and $b$ are the lengths of semimajor and semiminor axes of an ellipse/oocyte, respectively. The solid ellipse was the oocyte at the starting orientation. The dashed ellipse shows the oocyte at $30^\circ$ orientation, and the enlarged dot denotes the indentation position of the injection micropipette when the oocyte reached the $30^\circ$ orientation. The enlarged dot is inside (versus on) the oocyte contour (dashed ellipse) because of the slight indentation of the micropipette on the oocyte.

Fig. 8(b) illustrates an orientation process using different control strategies. The desired curve corresponds to the case when the oocyte is rotated at a constant speed ($1^\circ$ per step) without any slippage of the injection micropipette. In experiments, when indentation was only calculated/set by contact mechanics (without indentation update) for this oocyte, the injection micropipette slipped on the oocyte and the orientation angle was kept at $0^\circ$. This is because if the oocyte’s actual friction coefficient with the injection micropipette $\mu_i$ or actual Young’s modulus $E$ is lower than the preset values [see (6)], the force induced by the indentation $d$ becomes lower than the required minimal force $F_i$ in (5) and insufficient to rotate the oocyte. To prevent orientation failure, the orientation error was used as feedback for indentation compensation/update. Orientation control was implemented using the designed optimal controller and for comparison, also using PID control, and the performance was quantitatively compared. Optimal control gains in (11) were calculated set to be $k_p = 0.077$ and $k_d = 0.0091$. The PID controller updated the indentation depth $\hat{d}$ according to

$$\hat{d} = d + k_f e + k_D \int e + k_pe$$

(19)

where $d$ is the indentation depth determined by contact mechanics, $k_p$, $k_l$, and $k_D$ are proportional, integral, and derivative gains, respectively. The PID gains were tuned through extensive experiments and set to be $k_p = 0.40$, $k_I = 0.05$, and $k_D = 0.08$.

As shown in Fig. 8(b), although under the optimal control and the PID control, the micropipette at first slipped on the oocyte (deviated from the desired curve), the updated indentation based on the orientation error ensured sufficient force to be applied for oocyte rotation and overcome the slip (paralleled with the desired curve). Both control strategies reached the target orientation of $70^\circ$ with an error less than $0.3^\circ$. In this orientation process, the optimal controller overcame the slip faster than the PID controller. We then analyzed the orientation errors. In (9), the orientation error was defined as the difference in (orientation process, the optimal controller overcame the slip faster than the PID controller. We then analyzed the orientation errors. In (9), the orientation error was defined as the difference
(i.e., oocyte deformation) compared to the PID controller [see Fig. 8(d)]. When comparing the total deformation before the orientation error was reduced to 0, the optimal control achieved a total deformation of 20.72 μm (versus 30.58 μm for PID control). Note that in Fig. 8(d), the indentation depth determined by contact mechanics was less than that of the optimal controller and the PID controller, but it was insufficient to rotate the oocyte. The maximum deformation for this oocyte was 2.82 μm. Oocyte deformation decreased with the increase of orientation angle because the force \( F_i \) required to rotate the oocyte decreased when the orientation angle \( \theta \) increased [see (5)].

To illustrate the indentation difference more clearly, Fig. 8(e) plots the differences of updated indentation by optimal control and PID control than the indentation by contact mechanics, i.e., \( \Delta d = d - d \). It can be seen that the optimal controller generally resulted in less indentation in the orientation process. To further validate the superiority of the optimal controller over the PID controller, we compared the cumulative oocyte deformation before the orientation error reached zero using each control strategy on five oocytes (ten repeated experiments per oocyte). As shown in Fig. 8(f), the optimal controller achieved a total deformation of 20.61 ± 5.16 μm, significantly less than the total oocyte deformation of 35.19 ± 10.53 μm by the PID controller (\( n = 50 \) for each control strategy, \( P < 0.01 \) using the \( t \)-test). The optimal controller incorporated both the orientation error and oocyte deformation into the cost function (13); therefore, oocyte deformation was minimized while reducing the orientation error.

Fig. 9(a) shows the maximum deformation for each of the tested 15 oocytes during orientation control (\( n = 10 \) tests for each oocyte). Our orientation control strategy achieved 2.70 ± 0.37 μm in maximum deformation, and oocyte deformation was consistently below 4 μm for each oocyte. As summarized in Fig. 9(a), these oocytes had different ellipticity defined in (18), ranging from 0.007 to 0.203, and the smaller the ellipticity is, the closer the oocyte contour resembles a circle (a standard circle has ellipticity of 0). Among the oocytes, 11 out of 15 had ellipticity over 0.1, confirming the need for the development of the orientation control strategy based on an ellipsoid oocyte model.

For understanding purposes, we randomly chose five oocytes and quantitatively measured their Young’s modulus by micropipette aspiration, in which the aspiration pressure was increased from 200 Pa to 2 kPa with a step of 200 Pa, and each step lasted 30 s. The aspirated lengths of the zona pellucida inside the micropipette were recorded to determine the Young’s modulus based on the shell model [40]. Fig. 9(b) shows that the oocytes had Young’s modulus values ranging from 10.2 to 17.3 kPa, and their maximum deformation was consistently kept under 4 μm during robotic orientation control. The results showed that our robotic orientation control strategy achieved small oocyte deformations and was robust to oocyte heterogeneity in shapes and mechanical parameters.

The mouse oocytes had a radius around 60 μm and zona pellucida thickness around 8 μm. The deformation of 2.70 μm only accounts for 4% of the oocyte radius and one-third of the zona pellucida’s thickness. In comparison, previous oocyte orientation control using micropipettes [39] resulted in an average oocyte deformation of 11.7 μm because the mammalian oocyte was modeled as a sphere rather than an ellipsoid, which is more common among mammalian oocytes. The improper assumption of the spherical shape led to large indentation of the injection micropipette on the oocyte and the undesired large deformations. Compared to mammalian oocytes, the orientation control of zebrafish embryos [19] is a significantly less challenging task because zebrafish embryos are large (~1 mm in diameter) and are much less deformable (Young’s modulus of zebrafish embryos: ~1.5 MPa versus mouse oocytes: <20 kPa).

To quantify the accuracy of orientation control, orientation error was defined as the difference between the final orientation of the polar body and the target orientation. For the experiments performed by the robotic system, orientation error was determined to be \( 0.7 \pm 0.3^\circ \) (\( n = 150 \)). The nonzero orientation error was mainly due to microscopy imaging resolution, which limited the selection of the orientation control increment [\( \Delta \theta \) in (1)] to \( 1^\circ \).

Robotic oocyte orientation control was compared with manual rotation performed by experienced embryologists at the Toronto CReATe Fertility Centre. The time cost for orienting an oocyte was comparable between manual rotation and robotic control (10–15 s); however, the robotic system, due to modeling, optimal control, and path planning, achieved significantly less oocyte
deformation (2.70 μm versus >10 μm) and orientation errors (0.7° versus >2°).

VII. CONCLUSION

This article presented robotic orientation control of deformable cells for both out-of-plane and in-plane rotation. Orientation control was achieved using a clinical setup of two glass micropipettes. For detecting the polar body of an oocyte, DNNs were developed with robustness to variations of polar bodies’ shapes and sizes (accuracy: 97.6%). The manipulation path of the micropipette was planned to rotate the oocyte with minimal oocyte deformation. Modeling was performed to determine the required minimal force to rotate an ellipsoidal oocyte and the corresponding micropipette indentation on the oocyte. An optimal controller was developed to update the indentation based on the visual feedback of orientation errors and was proven to be effective for compensating for the variations of oocytes’ mechanical parameters. The robotic system achieved orientation control with an accuracy of 0.7° and the maximum oocyte deformation of 2.70 μm.

APPENDIX A

GEOMETRIC ANALYSIS

As shown in Fig. 10, assuming that a point $P_0(x_0, y_0)$ is on the ellipse, $\alpha$ is the angle between its normal line on the ellipse and the $X$-axis, and $\gamma$ is the angle between its connecting line with the ellipse center $O$ and the ellipse’s major axis. $\phi$ is the corresponding angle of $P_0$ in ellipse’s parametric equation, and $P_0$ can be expressed as $(a\cos\phi, b\sin\phi)$, with $a$ and $b$ the lengths of semimajor and semiminor axes of the ellipse. We have

$$\tan\gamma = \frac{b\sin\phi}{a\cos\phi} = \frac{b}{a}\tan\phi. \quad (20)$$

Denote the angle between the ellipse’s major axis and the $X$-axis as $\theta$. When $\theta = 0$, the slope of the normal line on $P_0$ is

$$\tan\alpha = \frac{y_0a^2}{x_0b^2} = \frac{a^2}{b^2}\tan\gamma. \quad (21)$$

When the ellipse is rotated with an angle of $\theta > 0$, $\alpha = \arctan\left(\frac{a^2}{b^2}\tan\gamma\right) + \theta$.

APPENDIX B

IMPLEMENTATION OF THE ORIENTATION CONTROL ALGORITHM

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Formulate linear quadratic cost function in (14)</td>
</tr>
<tr>
<td>2</td>
<td>Solve Riccati equation for control gain $K \leftarrow (16)$</td>
</tr>
<tr>
<td>3</td>
<td><strong>While</strong> orientation error $</td>
</tr>
<tr>
<td>4</td>
<td>Determine the minimal force $F_i \leftarrow (5)$</td>
</tr>
<tr>
<td>5</td>
<td>Compute micropipette indentation $d \leftarrow (6)$</td>
</tr>
<tr>
<td>6</td>
<td>Measure error $e$ from visual feedback</td>
</tr>
<tr>
<td>7</td>
<td>Update micropipette indentation $d \leftarrow (11)$</td>
</tr>
<tr>
<td>8</td>
<td>Compute micropipette position $P \leftarrow (17)$</td>
</tr>
<tr>
<td>9</td>
<td>Command robot motion</td>
</tr>
<tr>
<td>10</td>
<td><strong>End while</strong></td>
</tr>
</tbody>
</table>
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